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Abstract—To mitigate uncertainty in the quality of online pur-
chases (e.g., e-commerce), many people rely on review comments
from others in their decision-making processes. The key challenge
in this situation is how to identify useful comments among
a large corpus of candidate review comments with potentially
varying usefulness. In this paper, we propose the Reliable Review
Evaluation Framework (RREF) which combines crowdsourcing
with machine learning to address this problem. To improve
crowdsourcing quality control, we propose a novel review query
crowdsourcing approach which jointly considers workers’ track
records in review provision and current workloads when allo-
cating review comments for workers to rate. Using the ratings
crowdsourced from workers, RREF then enhances the adaptive
topic classification model selection and weighting functions of
AdaBoost with dynamic keyword list reconstruction. RREF has
been compared with state-of-the-art related frameworks using
a large-scale real-world dataset, and demonstrated over 50%
reduction in average classification errors.

I. INTRODUCTION

Electronic services, such as e-commerce, are often provided
by people with diverse skills, resources or motives. There is
significant uncertainty, especially when a user consumes such a
service. There is a strong need from users for review comments
from previous customers in order to reduce the uncertainty in
their decision processes. This has given rise to many review
service providers such as TripAdvisor where users can post
comments about a wide variety of such services for others to
browse.

The success of these review service providers has created
another problem - the proliferation of review comments. For
example, in 2015, TripAdvisor users posted over 320 million
reviews.1 This makes it challenging for a user to manually look
through the typically large number of reviews associated with
an entity to identify those reviews that are most useful. Thus,
review recommendation services powered by natural language
processing (NLP) techniques can be a useful tool to help users
solve this problem. Training effective NLP models typically
requires well-labelled data. However, employing professional
annotators to produce the labels is often costly and time
consuming. In recent years, crowdsourcing has become an
increasingly popular approach for acquiring labels for large
training datasets [1].

1http://www.tripadvisor.com/PressCenter-c4-Fact Sheet.html

Crowdsourcing refers to the process of harnessing the con-
tributions of a large number of people, typically through the
Internet, to complete tasks [2]. Successful examples of crowd-
sourcing include the reCAPTCHA system which provides on-
line security while utilizing the crowd’s efforts to digitize pre-
computer era books [3], and fold.it which allows the crowd to
contribute towards scientific discoveries [4]. Existing literature
in Active Learning has realized the advantages of dynamically
obtaining labels via crowdsourcing [5], [6], and accounting for
the workers’ abilities [7], [8]. Thus, it is important to provide
quality control mechanisms when crowdsourced labels are to
be used to train machine learning models.

In this paper, we propose the Reliable Review Evaluation
Framework (RREF) which infuses crowd intelligence into
active machine learning. It contains two novel approaches to
enhance the accuracy of identifying useful review comments
to be recommended to users. Firstly, a situation-aware task al-
location approach is proposed which performs crowdsourcing
quality control. It jointly considers each worker’s track records
in review rating (i.e., label) provision and current workload
to make optimal trade-offs between the overall label quality
and time elapsed. Secondly, RREF enhances the AdaBoost
framework by combining dynamic keyword list reconstruction
with adaptive selection and re-weighting of multiple topic clas-
sification models to improve overall classification accuracy.

We prove that the task allocation strategies computed by
RREF can achieve close to the optimal overall accuracy and
that the proximity to the optimal value can be controlled
easily through trade-offs in waiting time. Furthermore, RREF
has been extensively evaluated using a large-scale review
comments dataset crawled from Amazon China. Compared
to two state-of-the-art frameworks, RREF achieves more than
50% reduction in average classification error rates.

II. RELATED WORK

There is considerable work in the literature on NLP through
traditional machine learning approaches [9], [10], [11], [12].
Techniques such as Latent Dirichlet Allocation (LDA) [13] are
often used.

As well-labelled training data are important for machine
learning, researchers are always looking for ways to gather
good quality labels at scale. In [1], [14], the authors have
shown that a multitude of workers can potentially produce



useful labelled data for NLP tasks as well as experts can. Fol-
lowing these successes in utilizing crowd intelligence, recently,
active learning frameworks which include human labellers
into the machine learning process through crowdsourcing are
starting to emerge. In [15], the authors proposed a framework
which adopts crowdsourced labels from workers and experts
to reduce the noise in the labels.

The framework proposed in [16] - JCF - is the most
closely related to our proposed RREF in this paper. JCF
combines crowdsourced review comment ratings with active
learning SVM classifiers with the aim to improve classification
accuracy. Expert supervisors’ opinions are used to adjust the
Random Active Learning SVM and the Margin-based Active
Learning SVM, while opinions from common crowdsourcing
workers are used to adjust the Crowd Active Learning SVM
classifier.

Nevertheless, existing frameworks do not possess quality
control mechanism for the crowdsourcing step. Nor do they
adjust the keyword vectors during the active learning process
in response to the crowd’s feedback. In the following section,
we explain how the proposed RREF addresses these limita-
tions.

III. THE PROPOSED RREF
Our goal is to construct a crowdsourcing-powered machine

learning framework which can accurately identify useful re-
view comments as shown in Figure 1. Based on the rating
information (i.e., the labels) provided by crowdsourcing work-
ers, we aim to improve the classification model accuracy.
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Fig. 1. The system architecture of RREF.

When new review comments are received, the proposed
framework first maps these comments into human intelligence
tasks (HITs) using our HIT template. Then, these HITs are

dynamically allocated to a multitude of workers to obtain their
ratings. The quality and timeliness of the crowdsourced review
comment ratings are optimized by the proposed HIT allocation
approach.

While workers are working on the HITs, the framework
calculates distributions of different topics and maps the com-
ments into vectors. The comment classification model will then
compute the usefulness scores for the comments. When ratings
from the workers are received, they are used to update the
weight values assigned to each classifier so that the workers’
opinions can be used to guide the adjustment of relative
importance given to each classifier. Once the weight values
converge, the training process terminates and a classification
model with accuracies improved by human intelligence can be
obtained.

A. Crowdsourcing Quality Control

 

Fig. 2. Our rating request HIT template.

Review comments, especially those written in Chinese lan-
guage, may contain subtleties which are difficult for today’s
natural language processing techniques to recognize. However,
they can be very clear to a speaker of the language. Thus, it
is advantageous to integrate ratings about the usefulness of
review comments from humans through crowdsourcing into
the machine learning process. For this purpose, we designed
a crowdsourcing HIT template as shown in Figure 2 which
displays a review comment to a worker and allows him to
select how useful he feels the comment can be to his decision-
making process.

Nevertheless, when obtaining such ratings, the heterogeneity
in workers’ experience and reliability will inevitability affect
the quality of their comments. Thus, it is not advantageous to
simply rely on the traditional mode of crowdsourcing where
the request for comments about a service is just advertised
to workers waiting for them to respond (similar to Amazon’s
Mechanical Turk (mTurk)2).

To address this problem, we propose a dynamic rating
crowdsourcing approach. Whenever new review comments
arrive, they are automatically composed into HITs by RREF
following our HIT template. With tracking tools such as
Turkalytics [17], workers’ behaviour related data in a given
crowdsourcing system can be monitored efficiently. Then, the

2https://www.mturk.com/mturk/welcome



HITs are allocated to a multitude of workers based on the
proposed crowdsourcing approach to obtain ratings.

Let Qw(t) be the number of rating requests in a worker w’s
pending task queue at time slot t. The queueing dynamics can
be expressed as:

Qw(t+ 1) = max[0, Qw(t) + aw(t)− cw(t)] (1)

where aw(t) is the number of new rating requests sent to
worker w at time slot t, and cw(t) is the number of rating
requests completed by worker w at time slot t.

A worker w’s reliability at time slot t based on his track
records is denoted by γw(t) ∈ [0, 1]. In this paper, we
adopt the model proposed in [18] to compute the value of
γw(t). The model computes not only worker’s probability of
producing a useful rating, but also the uncertainty based on the
amount of available track records. Thus, γw(t) represents the
probability of a worker w’s rating for a comment being useful
for improving our machine learning model discounted by the
uncertainty involved. Nonetheless, other models for computing
a worker’s reliability [19] can also be used in conjunction with
the proposed crowdsourcing approach as long as the outputs
can be normalized to the range of [0, 1].

Let U(t) be the overall utility (i.e., the expected accuracy of
ratings obtained) of allocating requests for ratings to a given
crowd of N workers at time slot t. We have:

U(t) =

N∑
w=1

γw(t)aw(t). (2)

Recent findings in social science suggests that human choice
behaviour can be accounted for by a mixture of utility
maximization and surprise minimization [20]. We adopt this
principle in our crowdsourcing approach in order to improve
the chance of the computed request allocation plan to be
accepted by the workers. To this end, we need a way to model
the concept of surprise for workers working on the requests.
The variation in workload for a worker can be regarded as a
form of surprise, which shall be minimized.

The Lyapunov function [21], which measures the overall
congestion of demand on workers at time slot t, can be
expressed as:

FL(t) =
1

2

N∑
w=1

Q2
w(t) (3)

Let Q(t) denote a vector of all workers’ pending task queues
at time slot t. Using the Lyapunov drift ∆(Q(t)) as a measure

of the variations in workers’ workloads, we have:

(4)

∆(Q(t)) = E{FL(t+ 1)− FL(t)|Q(t)}

=
1

T

T−1∑
t=0

N∑
w=1

(
1

2
Q2
w(t+ 1)− 1

2
Q2
w(t)

)

=
1

T

T−1∑
t=0

N∑
w=1

(
Qw(t)aw(t)

− cw(t)[Qw(t) + aw(t)] +
1

2
[a2w(t) + c2w(t)]

)
6

1

T

T−1∑
t=0

N∑
w=1

[Qw(t)aw(t) + Ψ]

where Ψ = 1
2 [a2max + c2max] > 0. amax and cmax are the

physical upper limits on aw(t) and cw(t) for all w and t in a
given crowdsourcing system, and can be regarded as constants
for our purpose.

Thus, we can formulate the utility-minus-surprise objective
function as:

(5)

σE{U(t)|Q(t)} −∆(Q(t))

>
1

T

T−1∑
t=0

N∑
w=1

(σγw(t)aw(t)−Qw(t)aw(t)−Ψ)

where σ > 0 is a weight factor determining the relative impor-
tance given to maximizing utility versus minimizing surprise.
By considering only the terms containing the solution variables
aw(t) for all workers, the optimization can be formulated as:

Maximize:

1

T

T−1∑
t=0

N∑
w=1

aw(t)[σγw(t)−Qw(t)] (6)

Subject to:
γw(t) > γmin,∀w, t (7)

aw(t) 6 cmax,∀w, t (8)

where γmin is the minimum reliability value a worker w must
achieve in order to be allowed to participate. The value can be
set by the system administrator. By setting the upper limit of
aw(t) to cmax in Constraint 8, we intend to keep the workers
busy. Nevertheless, other strategies can be easily implemented
by changing Constraint 8.

The solution variables for the above optimization are
aw(t) ∈ {0,Z+} for all workers whenever there are new
review comments to be rated by multiple workers. To maxi-
mize Eq. (6), at each time slot t, Algorithm 1 computes the
values of the expression [σγw(t)−Qw(t)] (denoted as ηw(t)
for simplicity) for every worker w. It then sorts all workers
in descending order of their ηw(t) values. For each worker w
who satisfies Constraint (7), set aw(t) based on Constraints
(8). The rating request allocation terminates when there are
no more workers with ηw(t) > 0.

Once the ratings for a comment are received from all work-
ers, they are aggregated through majority voting. Then, the



Algorithm 1 Rating Request Allocation
Require: Number of review comments Nc(t) which need to

be rated at a given time t; σ; Qw(t), cmax and γw(t)
values for all workers.

1: Compute ηw(t) for all w;
2: Rank all w in descending order of ηw(t);
3: for each worker w do
4: if ηw(t) > 0 and γw(t) > γmin then
5: if Nc(t) < cmax then
6: aw(t) = Nc(t);
7: else
8: aw(t) = cmax;
9: end if

10: else
11: aw(t) = 0;
12: end if
13: end for
14: return {a1(t), a2(t), ...},∀w;

workers’ performance for this task is evaluated by comparing
their individual ratings against the aggregated rating. Workers
whose ratings are the same as the aggregated rating will have
their reliability scores increased, while those whose ratings
differ from the aggregated rating will have their reliability
score reduced following [18].

B. Crowd-Powered Adaptive Classifier Selection

In order to make the proposed framework flexible in adapt-
ing what classification technique to employ with changing
situation, we adopt AdaBoost [22] as the basis for RREF.
AdaBoost provides an effective framework for combining
multiple classifiers to enhance the overall performance. It
consists of two steps. Firstly, suppose we have selected m
classifiers and need to select an additional classifier from
the rest of available classifiers, the one with the minimum
misclassification cost among all remaining classifiers shall be
selected. Secondly, the weight for the newly added classifier
is determined by minimizing the total misclassification cost.

With the help from human labellers through crowdsourcing,
the weight of each training sample can be obtained during
the training process. The training sample weights are updated
according to the following principle. Misclassified samples are
assigned higher weight values while the weight values for
correctly classified samples are reduced. In this way, RREF
can focus on selecting a new classifier which can play a
more significant role in improving the classification accuracy
for the misclassified samples, thereby improving the overall
performance.

The classification result of a model containing M classifiers
can be expressed as a linear combination:

(9)CM (Ti) =

M∑
m=1

ωmkm(Ti)

= C(M−1)(Ti) + ωMkM (Ti)

where ωm > 0 represents the weight of the m-th classifier.
Classifiers with higher error rates are given lower weights.
km(Ti) represents the classification output of a classifier km
on a multidimensional input feature vector Ti (i.e., a keyword
list representing a review comment).

Suppose there are already M − 1 classifiers included in the
AdaBoost model, and we want to select one more classifier
from a pool of available classifiers to join the cascade.

The problem becomes how to select a classifier
from the classifier pool given a training set
{{T1, u1}, {T2, u2}, ..., {Tn, un}} in which a comment Ti

has a usefulness score ui. To address this problem, the error
function ε can be expressed as follows:

ε =

n∑
i=1

αmi e
−ωmf(ui,km(Ti)) (10)

where

αmi =

{
1 , if m = 1

e−uiC(m−1)(Ti) , otherwise.
(11)

The function f(ui, km(Ti)) is defined as:

f(ui, km(Ti)) =

{
−1, if km(Ti) 6= ui
1, otherwise. (12)

Thus, ε can be re-written as:

ε =
∑

km(Ti) 6=ui

αmi e
ωm +

∑
km(Ti)=ui

αmi e
−ωm (13)

To determine the updated weight values ωm which minimize
the overall error rate ε, we find the first order derivative of ε
with respect to ωm and equate it to 0. Solving the differential

Algorithm 2 keyword list reconstruction
Require: A keywords list K; a review comment Ti contain-

ing a set of keywords.
1: Vector ItemList = {∅};
2: if Predicted label for a comment Ti differs significantly

from the crowd annotated label for Ti then
3: Rank all keywords in K in ascending order of their

contributions to classification accuracy;
4: Select the top k keywords from the re-ordered K to

form a replacement list Ir;
5: Randomly select keywords from (K − Ir) to replace

the keywords in Ir;
6: Combine the replaced Ir with (K − Ir) to form Vec-

tor ItemList;
7: end if
8: return Vector ItemList;



equation yields:

(14)

ωm =
1

2
ln

(∑
km(Ti)=ui

αmi∑
km(Ti)6=ui

αmi

)

=
1

2
ln

(∑n
i=1 α

m
i −

∑
km(Ti)6=ui

αmi∑
km(Ti)6=ui

αmi

)

=
1

2
ln

(
1− ε
ε

)

where ε =
∑

km(Ti)6=ui
αm

i∑n
i=1 α

m
i

is the weighted error rate of a
classifier m among all selected classifiers.

In practice, there can be cases in which one classifier
predicts a result which differs too much from the ground
truth. For instance, given a review comment Ti, a classifier
may label it as “over 90%” useful, while the aggregate label
from crowdsourcing workers is “10% to 30% useful”. To
deal with these situations, we further enhance AdaBoost by
proposing the comment vector reconstruction method as shown
in Algorithm 2.

IV. ANALYSIS

In this section, we analyze the performance bounds of the
proposed crowdsourcing quality control mechanism.

Assume there exist constants σ, ξ and ϕ at a given time slot
t such that:

(15)σU(t)−∆(Q(t)) > σU∗ + ξ

N∑
w =1

Qw(t)− ϕ,

where U∗ is the optimal rating accuracy produced by a mech-
anism which can perfectly predict the workers’ behaviour. We
have:

(16)

σ

N∑
w =1

E{γw(t)aw(t)}

− E{FL(Qw(t+ 1))− FL(Qw(t))} > σU∗

+ ξ

N∑
w =1

E{Qw(t)} − ϕ

which holds for all time slots. By summing both sides of Eq.
(16) over all t ∈ {0, 1, ..., T − 1}, we have:

(17)

σ

T−1∑
t =1

N∑
w =1

E{γw(t)aw(t)}

− E{FL(Qw(T ))− FL(Qw(0))} > σTU∗

+ ξ

T−1∑
t =1

N∑
w =1

E{Qw(t)} − Tϕ.

Since Qw(t) > 0 for all w and t, FL(·) > 0 and FL(0) = 0,
Eq. (17) can be re-written as:

(18)

1

T

T−1∑
t =1

N∑
w =1

E{γw(t)aw(t)}

> U∗ +
ξ

σT

T−1∑
t =1

N∑
w =1

E{Qw(t)} − ϕ

σ

+
1

σT
E{FL(Qw(T ))} > U∗ − ϕ

σ
.

Therefore, we prove that the lower bound on the time av-
eraged expected accuracy of the overall rating on review
comments from workers achieved by following the proposed
crowdsourcing quality control mechanism is within ϕ

σ of that
achieved by the theoretical optimal solution. If σ is increased
to significantly large, most rating requests will concentrate on
workers who have demonstrated good reliability in the past,
thereby resulting in high rating accuracy.

Since U∗ > 0, re-arranging the terms in Eq. (18) yields:

(19)

1

T

T−1∑
t =1

N∑
w =1

E{Qw(t)}

6
σ

ξT

T−1∑
t =1

N∑
w =1

E{γw(t)aw(t)}

− σ

ξ
U∗ +

ϕ

ξ
− 1

ξT
E{FL(Qw(T ))

6
σ

ξT

T−1∑
t=1

N∑
w=1

E{γw(t)aw(t)}+
ϕ

ξ
.

Therefore, we prove that, by following the proposed crowd-
sourcing quality control mechanism, the upper bound on
the time-averaged pending task queue lengths for workers is
directly proportional to σ. Overall, a larger σ value will result
in high accuracy of ratings for review comments, but longer
delays in obtaining these ratings from crowdsourcing workers.

V. EXPERIMENTAL EVALUATION

 

Fig. 3. An example review from Amazon.cn.

 

Fig. 4. The keyword vector from our datasets.

In this section, we evaluate the performance of the pro-
posed RREF using a dataset of real-world review comments



crawled from the Amazon China e-commerce website.3 The
product reviews are written in Chinese and are obtained using
a distributed web crawler over an 18 month period from
March 2014 to August 2015. In total, we have obtained 10
datasets each containing 2,000 to 3,000 review comments
under various sub-categories of mobile phone/communications
products. An example review is shown in Figure 3.4. Using a
word segmentation tool, we form a keyword vector from all
comments (Figure 4).

RREF is compared against two state-of-the-art approaches:
1) the AdaBoost framework [22], and 2) JCF: the crowdsourc-
ing enhanced classification framework proposed in [16]. We
adopt the average classification error rate, E ∈ [0%, 100%],
as the metric to compare the performance of RREF against
these frameworks. The lower the value of E, the better the
performance.

A. Results and Discussions
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Fig. 5. E values of topic classification models (TCMs).

In the experiments, we include six different topic classifica-
tion models (TCMs) and the SVM classifier, Random Forest
classifier and the Naı̈ve Bayes classifier for the proposed
RREF to dynamically select from and adjust the weights.
The performance of the six TCMs on the 10 test datasets
we collected are shown in Figure 5. It can be observed that
the TCMs perform differently as they each have different
advantages and limitations. The same observations can be
made for Figure 6 which shows the performance of the SVM,
Random Forest and Naı̈ve Bayes classifiers for the 10 test
datasets.

Figure 7 compares the performance of RREF against that
of AdaBoost. The principles of dynamic TCM selection and
weight adjustment are the same in both frameworks. However,

3http://www.amazon.cn/
4The datasets used in our experiments can be downloaded from http://211.

87.227.218:8081/en/download/
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Fig. 6. E values of different classifiers on TCMs.
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Fig. 7. RREF v.s. AdaBoost.

RREF is equipped with the additional features of review com-
ment rating crowdsourcing with quality control (Algorithm 1)
and keyword list reconstruction (Algorithm 2) based on TCM
performance. The reconstructed keyword vector produced by
RREF is shown in Figure 8. These two new features have
resulted in improved performance by RREF. Over all 10
training sets (with over 20,000 review comments), RREF
achieves an average classification error rate of 3.35%, which is
62% lower than the average classification error rate of 8.22%
achieved by AdaBoost.

 

Fig. 8. RREF reconstructed keyword vector.
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Fig. 9. RREF v.s. JCF.

Figure 9 shows the performance of RREF against that
of JCF. JCF is closely related to the proposed RREF as it
combines crowdsourced review comment ratings with active
learning SVM classifiers with the aim to improve classification
accuracy. Nevertheless, JCF does not possess any quality
control mechanism for the crowdsourcing step, and does not
adjust the weight values assigned to variants of the SVM
classifiers. RREF achieves an average classification error rate
of 3.5%, which is 58% lower than the average classification
error rate of 8.27% achieved by JCF.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a crowd intelligence powered
dynamic machine learning framework - RREF - to help e-
commerce systems accurately identify useful review comments
from users. RREF contains a novel data-driven crowdsourcing
quality control mechanism based on the Lyapunov queue-
ing system optimization technique, and a dynamic classifier
composition and weight adjustment approach with keyword
list reconstruction. RREF offers an effective way to infuse
crowd intelligence into machine learning to improve the
overall review comment classification which is an important
research areas in the field of NLP. Theoretical analysis proves
the existence of performance bounds for the crowdsourcing
quality control mechanism. Extensive experimental evaluations
using a large scale real-world dataset demonstrated that RREF
significantly outperforms state-of-the-art related frameworks.

In future research, we will further improve the crowdsourc-
ing quality control mechanism to include other considerations,
such as workers’ social relationships [23], personal preferences
[24] and miss-interpretation of outcomes [25], which may
impact the biases in crowdsourced review comments ratings.
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