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ABSTRACT

Relative similarity learning, as an important learning scheme for information retrieval, aims to learn a bi-linear similarity function from a collection of labeled instance-pairs, and the learned function would assign a high similarity value for a similar instance-pair and a low value for a dissimilar pair. Existing algorithms usually assume the labels of all the pairs in data streams are always made available for learning. However, this is not always realistic in practice since the number of possible pairs is quadratic to the number of instances in the database, and manually labeling the pairs could be very costly and time consuming. To overcome the limitation, we propose a novel framework of active online similarity learning. Specifically, we propose two new algorithms: (i) PAAS: Passive-Aggressive Active Similarity learning; (ii) CWAS: Confidence-Weighted Active Similarity learning, and we will prove their mistake bounds in theory. We have conducted extensive experiments on a variety of real-world data sets, and we find encouraging results that validate the empirical effectiveness of the proposed algorithms.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous; D.2.8 [Information Retrieval]: Online Learning—Active Learning
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1. INTRODUCTION

Similarity learning, also known as distance learning, has been widely studied in machine learning and data mining communities. It plays a critical role in a wide range of real-world applications, such as ranking[4], recommendation system[1], image retrieval [21, 26, 2, 30, 17] and text information retrieval [9], etc. In previous research, a variety of machine learning approaches have been proposed for learning distance or similarity functions from training data [31, 29, 14]. One of the most notable schemes is the Distance Metric Learning (DML) approach, which aims to learn a Mahalanobis distance [31] and requires the distance metric satisfying the Positive Semi-Definiteness (PSD) property. However, imposing the PSD requirement often makes the DML task computationally challenging, particularly when handling large-scale training data in high dimensional spaces, although various approximate techniques have been proposed to improve computational efficiency. Another strong assumption of DML approaches is that the exact distances of all pairs of instances should be obtained, which are usually costly and time consuming.

Instead of learning the Mahalanobis distance, another technique is to explore the relative similarity learning [4], which aims to learn a bilinear similarity model for measuring the similarity of any instance pair (two instances) by eliminating the PSD requirement, which is thus much more computationally efficient and scalable. More importantly, only relative similarities among any two pairs of instances are needed, which greatly alleviates the requirement of exact distances among all instances. In literature, several online learning algorithms have been proposed for learning relative similarity from data streams. Most existing studies generally assume that the data streams of instance pairs are fully labeled. However, we argue this may not be a realistic setting since the number of instance pairs is quadratic with respect to the number of instances, and labeling such a massive pool of instance pairs could be extremely costly and time consuming for large-scale applications, especially when the labeling task has to explicitly involve human in the loop in an early stage of deploying a new system.

Unlike the existing relative similarity learning approaches, in this paper, we investigate a novel scheme of active online learning of relative similarity from unlabeled data streams without requiring labeling every instance pair. Specifically, we propose two efficient and scalable online learning algorithms to tackle the new problem: (i) PAAS: Passive-Aggressive Active Similarity learning and (ii) CWAS: Confidence-Weighted Active Similarity learning. We then analyze the theoretical bounds of the proposed online learning algorithms, and further validate their empirical performances via an extensive set of experiments on various real datasets. The encouraging results show that the proposed online active relative similarity learning algorithms can achieve highly competitive performance while significantly reducing the amount of labeling costs.

The rest of this paper is organized as follows. We first review related work, and then present the formulation of the proposed two algorithms as well as their theoretical analysis. Further, we empirically validate the proposed algorithms in terms of effectiveness and efficiency, and finally conclude this paper and discuss the future work.
2. RELATED WORK

This paper is mainly related to two major categories of studies in literature: similarity learning, and active learning. We briefly review each of them below.

Similarity learning has been extensively studied in machine learning and data mining communities. Most existing works have been focused on DML [31] for learning a Mahalanobis distance through a PSD matrix [16, 22, 24]. Weinberger et al. [28] proposed a large margin nearest-neighbor classifier to address the DML problem in the context of ranking. Globerson and Roweis [11] proposed to address the positive constraints in a supervised setting. Based on LogDet-regularization with different loss functions, Davis et al. [8] proposed online metric learning algorithms. All these algorithms aim to learn a PSD matrix \( M \), based on which the dissimilarity of two images \( x_1 \) and \( x_2 \) is measured by computing \( (x_1 - x_2)^\top M (x_1 - x_2) \). However, it is computationally costly to impose the PSD constraint on \( M \), which makes these algorithms inapplicable for large-scale problems. To overcome this limitation, the bilinear form similarity function \( x_1 \top M x_2 \) is proposed, where \( M \) is not required to be PSD. Along this direction, Chechik et al. [4] proposed the first-order relative similarity learning algorithm “OASIS” based on the first-order based online learning algorithm [6, 35, 15]. Recently, Crammer and Chechik [5] proposed a second-order relative similarity learning algorithm “AROMA” based on second-order based online learning algorithm [7, 33]. However, all these algorithms require a large set of labeled data to train the similarity models, which is not always realistic in many real-world applications due to the expensive labeling cost.

Active learning is a learning technique for reducing labeling cost by querying the most informative examples for labeling, which has been extensively studied in machine learning literature [3]. Existing active learning algorithms could be generally classified into four categories: uncertainty-based [18, 27, 34], searching through the hypothesis space [10], minimizing the expected error and variance on the pool of unlabeled instances [20, 13], and exploiting the structure information [25] among the instances. More can be found in the comprehensive survey [23]. Our strategy is more related to the work in the first two categories. Specifically, we adopt the typical active learning strategy in the work [3, 32, 19], where the algorithm maintains a Bernoulli random variable \( Z_t \in \{0, 1\} \) with probability \( \delta/(\delta + \mid p_t \mid) \), and \( p_t \) is the margin of the similarity function on the \( t \)-th triplet. The algorithm will query the label and update the model only when \( Z_t = 1 \).

Despite being extensively studied [23], most of the active strategies are proposed for the classification or regression tasks. To our knowledge, there is no previous work exploring the active strategy on the relative similarity learning problem. To alleviate the cost in labeling, we explore the idea of active learning algorithms for overcoming the limitation of conventional relative similarity learning approaches.

3. ACTIVE ONLINE LEARNING OF RELATIVE SIMILARITY FROM DATA STREAMS

In this section, we first introduce the problem setting for active online learning of relative similarity from data streams, and then present the details of the proposed Active Online Similarity Learning algorithms.

3.1 Problem Formulation

Following [4], we would study the problem of online learning a relative similarity function \( S(x, x') \), \( \forall x, x' \in \mathbb{R}^d \), which measures the similarity between \( x \) and \( x' \). Formally, let

\[
\{(x_t, x'_t, x''_t; y_t) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d \times \{-1, +1\}; t \in [T]\}
\]

be a sequence of triplets (where \( T = \{1, \ldots, T\} \)). For the \( t \)-th triplet, \( y_t = 1 \) indicates \( x_t \) instance is more similar with \( x'_t \) than \( x''_t \), while \( y_t = -1 \) implies \( x_t \) is less similar with \( x'_t \) than \( x''_t \). Our goal is to learn a similarity function \( S(x, x') \) that assigns a higher similarity score to the similar pair and a lower similarity score to the non-similar pair. Formally, given a triplet \((x_t, x'_t, x''_t; y_t)\), the learned similarity function should satisfy:

\[
y_t [S(x_t, x'_t) - S(x_t, x''_t)] \geq 0, \quad \forall t \in [T].
\]

For the similarity function, we specifically adopt a linear similarity function that has a bi-linear form,

\[
S(x, x') = x^\top M x',
\]

where \( M \in \mathbb{R}^{d \times d} \). To note, it is possible to learn a \( M \in \mathbb{R}^{d \times d'} \), where \( d \neq d' \), as similarity function between two different spaces, however we will assume \( d = d' \) for simplicity.

To learn the parameter \( M \), we can introduce some loss functions to measure its performance on the \( t \)-th triplet, for example, the hinge loss is defined as

\[
\ell(M; (x_t, x'_t, x''_t; y_t)) = \left[ 1 - y_t S(x_t, x'_t) - S(x_t, x''_t) \right]_+, \quad (2)
\]

where the hinge loss \([\cdot]_+ = \max(0, \cdot)\) encourages \( y_t [S(x_t, x'_t) - S(x_t, x''_t)] \geq 1 \). It is also possible to define other loss functions, e.g. logistic loss. In this article, we adopt the hinge loss for simplicity.

To solve this online relative similarity learning task, we can adopt those existing methods including Perceptron, Online Gradient Descent, Online Passive Aggressive, etc. Although these online learning algorithms can achieve a cumulative loss comparable with the one attained by any fixed hypothesis, one major limitation is that they require all the labels of the instances while labeling instances might be very expensive or time consuming. To solve this problem, we would study active online similarity learning, which will try to only query the labels of a few informative instances so that the number of queried labels is reduced while the performance does not degrade too much.

3.2 PAAS: Passive-Aggressive Active Similarity learning

To solve Active Online Similarity Learning, we propose to adopt the selective sampling technique used in [3]. Specifically we will use a stochastic sampling scheme to decide whether it is necessary to query the label of the current instance. This scheme maintains a Bernoulli random variable \( Z_t \in \{0, 1\} \), where \( Z_t = 1 \) indicates the label should be queried at the \( t \)-th step. More specifically, this scheme employs the following sampling probability

\[
\Pr(Z_t = 1) = \frac{\delta}{\delta + |p_t|}, \quad (3)
\]

where \( \delta > 0 \) is a parameter to tune the number of queried labels and

\[
p_t = x_t^\top M_t (x_t^t - x''_t) \quad (4)
\]

is the margin of similarities between \( x_t^\top M_t x'_t \) and \( x''_t M_t x''_t \). Intuitively, the smaller the value of \( |p_t| \), the lower the confidence of the model on the current prediction; as a consequence, we should query the label with a higher probability of \( \Pr(Z_t = 1) \). Once
where the label is queried, the algorithm will update the model using the online Passive Aggressive strategy, i.e.,

\[ M_{t+1} = \arg \min_M \left\{ \frac{1}{2} \| M - M_t \|^2_F + \partial \ell_t(M) \right\}, \]

where \( \ell_t(M) = E(M; (x_t, y_t)) \) and \( C > 0 \) is a trade-off between minimizing the adjustment of the model and minimizing the loss of the new model on the current example. This will produce a first-order update method [4, 6], i.e.,

\[ M_{t+1} = M_t + \tau_t y_t x_t, \]

where \( \tau_t = \min \left\{ C, \frac{\ell_t(M_t)}{\| x_t \|_F^2} \right\}. \) Finally, the proposed Passive-Aggressive Active Similarity learning (PAAS) algorithm is summarized in Algorithm 1.

### 3.3 CWAS: Confidence-Weighted Active Similarity learning

To improve the learning performance, a second order similarity learning algorithm AROMA is proposed [5], which does not only use the first order information but also the second-order information, i.e., the covariance matrix for all the features, to update the model. Compared to the first order algorithm OASIS, the effectiveness of AROMA has been theoretically and empirically verified. However, directly combining AROMA with query strategy in Equation (3) makes the theoretical analysis challenging.

Following the similar idea of AROMA, we assume the model maintains a Gaussian distribution, \( \mathcal{N}(\mathbf{M}, \Sigma) \), where \( \mathbf{M} \in \mathbb{R}^{d \times d} \) and \( \Sigma \in \mathbb{R}^{d \times d} \) encode the model’s knowledge of confidence of the model. At the t-th round, when receiving \( (x_t, y_t^1, y_t^2) \), we firstly decide whether it is necessary to query the true label based on Equation (3). If \( Z_t = 1 \), we query the label and update the distribution by minimizing the following objective function

\[
f_t(M, \Sigma) = D_{KL}(\mathcal{N}(\vec{M}(x_t), \Sigma)||\mathcal{N}(\vec{M}(x_t), \Sigma_t)) + \eta \text{Tr}(G_t^\top M) + \frac{1}{2\gamma} \text{vec}(X_t)^\top \Sigma \text{vec}(X_t),
\]

where

\[
D_{KL}(\mathcal{N}(\mu, \Sigma)||\mathcal{N}(\mu', \Sigma')) = \frac{1}{2} \left[ \log \left( \frac{\Sigma'}{\Sigma} \right) + (\mu' - \mu)^\top \Sigma^{-1}(\mu' - \mu) - d \right],
\]

is the Kullback-Leibler divergence of two distributions, \( G_t = \partial \ell_t(M_t) = -y_t x_t \), where \( X_t = x_t (x_t^1 - x_t^2)^\top \) and \( \text{vec}(\Sigma) = [X_{11}, \ldots, X_{1d}, \ldots, X_{d1}, \ldots, X_{dd}]^\top \). The first term is to keep the new distribution not far away from the old one. The second term is a first order approximation of the current loss function at the current model, which is used to minimize the loss of the new model on the current example. The final term is to update the confidence of the model, since a new triplet is observed. \( \eta \) and \( \gamma \) are two positive parameters to trade off these objectives.

To solve this optimization problem, we can set the derivatives \( \partial M f_t(M_{t+1}, \Sigma) \) and \( \partial \Sigma f_t(\mu, \Sigma_{t+1}) \) as zeros, respectively to get the following updating rules:

\[
M_{t+1} = \text{mat} \left( \text{vec}(M_t) - \eta \Sigma_t \text{vec}(G_t) \right), \tag{5}
\]

\[
\Sigma_{t+1} = \Sigma_t - \frac{\Sigma_t \text{vec}(X_t) \text{vec}(X_t)^\top \Sigma_t}{\gamma + \text{vec}(X_t)^\top \Sigma_t \text{vec}(X_t)}, \tag{6}
\]

where \( \text{mat}(\cdot) \) is the inverse function of vec(·).

Finally, we summarize the proposed CWAS in Algorithm 2.

### Remark

One key drawback of this algorithm is that the dimension of \( \Sigma_t \) is \( d^2 \times d^2 \), which will result in very high memory and computational complexities. In practice, we can use diagonal \( \Sigma_t \) to reduce these complexities. Or equivalently, we can store a matrix \( \Sigma_t \in \mathbb{R}^{d \times d} \), and change the Equations (5) and (6) into

\[
M_{t+1} = M_t - \eta \Sigma_t \odot G_t, \tag{7}
\]

\[
\Sigma_{t+1} = \Sigma_t - \frac{\Sigma_t \odot X_t \odot X_t^\top \odot \Sigma_t}{\gamma + \sum_{i,j} (X_t \odot \Sigma_t \odot X_t)^{ij}}, \tag{8}
\]

where \( \odot \) is element-wise product.

### 3.4 Theoretical Analysis

Denote \( m_t = \mathbb{I}(y_t \neq \hat{y}_t) \), we would analyze the performance of the proposed two algorithms in terms of expected mistake bounds \( \mathbb{E}[\sum_{t=1}^T m_t] \). We will provide all the detailed proofs in the appendix. Firstly, we have the following theorem for the first-order algorithm PAAS.

**Theorem 1.** If the PAAS algorithm is run with a sequence of triplets \((x_t, y_t^1, y_t^2), t \in [T]\), with \( D_X = \max \| X_t \|_F \), then
for any $T > 0$, and $\mathbf{M} \in \mathbb{R}^{d \times d}$, we have
\[
E \left[ \sum_{t=1}^{T} m_t \right] \leq \frac{\beta}{\delta} \left\{ \left( \frac{\delta + 1}{2} \right) T \mathbb{E} \| \mathbf{M} \|^2_F + (\delta + 1)CT_T(\mathbf{M}) \right\},
\]
where $\beta = \max(1/C, D_X^2)$, and $L_T(\mathbf{M}) = \sum_{t=1}^{T} \ell_t(\mathbf{M})$. In addition, the expected number of labels queried equals to $\sum_{t=1}^{T} E \left[ \frac{1}{\delta T + 1} \right]$.

Remark: The above bound depends on the choice of parameter $\delta$. Generally, $\delta$ could be viewed as a parameter to rule the extent to which the learning model fits the present data [3]. Minimizing the right hand side over $\delta$, we can observe that setting $\delta = \sqrt{1 + 4CL_T(\mathbf{M})/\|\mathbf{M}\|^2_F}$ in the above theorem gives the following upper bound for $E \left[ \sum_{t=1}^{T} m_t \right]$
\[
\beta \left( \frac{1}{2} \| \mathbf{M} \|^2_F + CL_T(\mathbf{M}) \right) + \frac{1}{2} \| \mathbf{M} \|^2_F \sqrt{\| \mathbf{M} \|^2_F + 4CL_T(\mathbf{M})}. \]

Under the same assumptions as in the above theorem, we have the following theoretical guarantee for the second-order algorithm CWAS.

**Theorem 2.** If the algorithm CWAS is run with a sequence of examples $(\mathbf{x}_t, \mathbf{x}_t^1, \mathbf{x}_t^2, y_t)$, $t \in [T]$, then for any $T > 0$, and $\mathbf{M} \in \mathbb{R}^{d \times d}$, we have
\[
E \left[ \sum_{t=1}^{T} m_t \right] \leq \sum_{t=1}^{T} Z_t \ell_t(\mathbf{M}) + \frac{1}{2} \mathbb{E} \| \mathbf{M} \|^2_F T + \left| D_M \right| \| \mathbf{M} \|^2_F \sqrt{2\gamma T \mathbb{E} \| \mathbf{M} \|^2_F T} + \frac{\eta^2}{2\delta} \ln(\| \mathbf{M} \|^2_F T + 1).
\]
Setting $\eta = \left| D_M \right| (1 - \delta) \| \mathbf{M} \|^2_F \sqrt{2\gamma T \mathbb{E} \| \mathbf{M} \|^2_F T}$, the following bound holds for CWAS
\[
E \left[ \sum_{t=1}^{T} m_t \right] \leq L_T(\mathbf{M}) + \left| D_M \right| \| \mathbf{M} \|^2_F T + \frac{2\gamma T \mathbb{E} \| \mathbf{M} \|^2_F T}{\delta} \ln(\| \mathbf{M} \|^2_F T + 1),
\]
where $D_M = \max_t \| \mathbf{M}_t - \mathbf{M} \|^2_F$.

Remark By optimizing over $\delta$, and setting $\delta = 1$, we will have
\[
E \left[ \sum_{t=1}^{T} m_t \right] \leq L_T(\mathbf{M}) + D_M \sqrt{2\gamma T \mathbb{E} \| \mathbf{M} \|^2_F T} \ln(\| \mathbf{M} \|^2_F T + 1).
\]

4. EXPERIMENTS

In this section, we conduct experiments to evaluate the efficacy of the proposed algorithms for online similarity learning from data streams on several benchmark datasets.

4.1 Datasets

To examine the performance, we conduct extensive experiments on a variety of benchmark datasets from web machine learning repositories. Table 1 shows the details of five datasets used in our experiments. Caltech256 [12] is a standard dataset for the image classification and ranking problem [1]. We use the same classes with [4] to generate the caltech50 and caltech249. The other datasets are standard machine learning datasets publicly available at LIBSVM [2] and UCI Machine Learning Repository [3].

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Classes</th>
<th># Instances</th>
<th># Features</th>
<th># Triplets</th>
</tr>
</thead>
<tbody>
<tr>
<td>caltech249</td>
<td>249</td>
<td>16185</td>
<td>1000</td>
<td>1200000</td>
</tr>
<tr>
<td>caltech50</td>
<td>50</td>
<td>3250</td>
<td>1000</td>
<td>250000</td>
</tr>
<tr>
<td>covtype</td>
<td>7</td>
<td>455</td>
<td>54</td>
<td>10000</td>
</tr>
<tr>
<td>letter</td>
<td>26</td>
<td>1690</td>
<td>16</td>
<td>10140</td>
</tr>
<tr>
<td>pendigits</td>
<td>10</td>
<td>650</td>
<td>16</td>
<td>16848</td>
</tr>
<tr>
<td>satimage</td>
<td>7</td>
<td>390</td>
<td>36</td>
<td>18000</td>
</tr>
<tr>
<td>segment</td>
<td>7</td>
<td>455</td>
<td>19</td>
<td>25000</td>
</tr>
<tr>
<td>shuttle</td>
<td>7</td>
<td>458</td>
<td>9</td>
<td>4000</td>
</tr>
</tbody>
</table>

4.2 Comparison Schemes

To examine the efficacy, we compare the proposed algorithms with the state-of-the-art relative similarity learning algorithms, where they have to query every triplet’s label during training stage.

- **OASIS**: the state-of-the-art first-order online similarity learning algorithm [4]. It should be noted that this algorithm is also the passive version of our proposed PAAS algorithm;
- **AROMA**: the state-of-the-art second-order online similarity learning algorithm [5], and AROMA-d represents its diagonal version.

To our knowledge, there is no work on exploring active learning on the relative similarity learning, so we compare our proposed algorithms with their random versions, where they randomly decide whether to query the label of $t$-th triplet.

- **PAAS**: the proposed first-order Passive-Aggressive Active online Similarity Learning as shown in Algorithm 1;
- **PARS**: a variant of the proposed algorithm PAAS, where we use a uniform distribution to randomly query labels and keep the query ratio same as PAAS;
- **CWS**: the passive version of the algorithm CWAS, where we query each triplet in the training phase;
- **CWAS**: the proposed Confidence-Weighted Active online Similarity Learning as shown in Algorithm 2. CWAS-d is the diagonal version with Equation (7) and (8) as updating rules;
- **CWRS**: a variant of the algorithm CWAS, where we use a uniform distribution to randomly query labels and keep the query ratio same as CWAS. CWRS-d is the diagonal version with Equation (7) and (8) as updating rules;

We evaluated the performance of all algorithms using precision-at-top-k, a standard ranking precision measure based on nearest neighbors. For each query instance in the test set, all other test instances were ranked according to their similarity to the query instance based on Equation (1), and the number of same-class instances among the top k instances (the k nearest neighbors) is computed, and then averaged across test instances. This measure is short named as AP. We also calculated the mean Average Precision (mAP), a measure that is widely used in the information retrieval community. For both of the AP and mAP measures, we set $k = 10$.
For all algorithms, the parameters are searched within the space $10^{[-1.5]}$ using cross validation. For both PAAS and CWAS algorithms, we evaluate their performances on 10 different query ratios which are achieved by setting the sampling threshold $\delta = 2^{-\frac{1}{\gamma-1-2}}$. The query ratio represents the ratio of queried labels over the total number of triplets in the data stream. PARS and CWRS are also evaluated on 10 query ratios by setting the random sampling parameters according to the query ratios in PAAS and CWAS, respectively.

### 4.3 Evaluation of Fixed Query Ratio

In this experiment, we evaluate the performance of the proposed algorithms with some fixed query ratios. Table 2 shows the experimental results on different datasets.

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Query(%)</th>
<th>AP@10</th>
<th>mAP@10</th>
<th>Time(s)</th>
<th>Query(%)</th>
<th>AP@10</th>
<th>mAP@10</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARS</td>
<td>20.620 ± 0.955</td>
<td>0.446 ± 0.036</td>
<td>0.334 ± 0.035</td>
<td>0.006 ± 0.008</td>
<td>20.6 ± 0.827</td>
<td>0.198 ± 0.024</td>
<td>0.127 ± 0.025</td>
<td>0.007 ± 0.000</td>
</tr>
<tr>
<td>PAAS</td>
<td>20.710 ± 0.336</td>
<td>0.512 ± 0.035</td>
<td>0.409 ± 0.027</td>
<td>0.006 ± 0.008</td>
<td>20.6 ± 0.667</td>
<td>0.233 ± 0.020</td>
<td>0.158 ± 0.023</td>
<td>0.007 ± 0.000</td>
</tr>
<tr>
<td>CWRS</td>
<td>20.960 ± 0.670</td>
<td>0.585 ± 0.027</td>
<td>0.476 ± 0.040</td>
<td>11.860 ± 1.741</td>
<td>19.4 ± 1.078</td>
<td>0.362 ± 0.019</td>
<td>0.276 ± 0.021</td>
<td>0.104 ± 0.005</td>
</tr>
<tr>
<td>CWAS</td>
<td>20.890 ± 0.677</td>
<td>0.624 ± 0.038</td>
<td>0.515 ± 0.043</td>
<td>22.390 ± 1.448</td>
<td>19.4 ± 0.507</td>
<td>0.385 ± 0.012</td>
<td>0.298 ± 0.012</td>
<td>0.134 ± 0.005</td>
</tr>
</tbody>
</table>

### 4.4 Evaluation of Varied Query Ratios

In this section, we evaluate the performance of the proposed algorithms with varied query ratios as shown in Figure 1. Several observations could be drawn from the results.

Firstly, we can observe that the proposed active online learning algorithms can consistently outperform their random versions, respectively. This observation is consistent with the one in Table 2 and confirms the effectiveness of the proposed algorithms on selecting informative instances. More importantly, with around 30% query ratio, the proposed algorithm CWAS could achieve the similar performance as CWS which queries all. This means that the proposed second-order active algorithm CWAS could save us around 70% effort compared to the traditional passive algorithms. For the proposed first-order active algorithm, PAAS could save us around 50% effort compared to the passive algorithm OASIS.

Secondly, the proposed second-order algorithm CWAS can outperform the first-order algorithm PAAS. From Figure 1, we can observe that PAAS could outperform PAAS on most of the datasets from the very small query ratio. The same result also could be observed on the CWRS compared to the PARS. These findings confirmed the effectiveness of introducing the second-order information. From the figure, we also could observe that the baseline second-order algorithm AROMA could achieve a little higher performance than our proposed algorithm CWAS, on some datasets. One possible reason may be that the learning rate $\eta$ is fixed in our algorithm in the Equation (5), while it is adaptive in the algorithm AROMA [7]. However, CWS in general is comparable with AROMA, while its active version is much easier to be theoretically analyzed.

### 4.5 Evaluation of Parameter Sensitivity

In this section, we evaluate the sensitivity of the parameters both in Algorithm 1 and 2, respectively. However, it is difficult to evaluate the algorithms with active query strategies. Thus, we evaluate their passive versions OASIS and CWS, respectively. Figure 2 shows the varied performances corresponding to different parameters on four of the datasets. For each dataset, the left figure shows the performance (Y-axis) corresponding to the parameter $C$ (X-axis) in OASIS, and the right figure shows the performance (different color) corresponding to parameter $\gamma$ (X-axis) and $\eta$ (Y-axis)
in CWS, where bright color corresponds to higher performance in terms of Average Precision at 10 than the dark color.

For the parameter $C$, we can see it greatly affects the results of OASIS, on all of the datasets, which could be explained using our mistake bound in Theorem 1. Specifically, the mistake bound could be divided into two terms, and the parameter $C$ divides the first term and multiplies the second term. When $C$ is too small, the first term will dominate the mistake bound, and the second term will dominate the mistake bound when $C$ is too large. This is consistent with the results shown in Figure 2. For most of the datasets, $C = 1$ would present a promising result.

For algorithm CWS, the relationship between the performance and the parameters is relatively complex. From Figure 2, we can observe that the learning rate parameter $\eta$ should be not too small in general. And the regularization parameter $\gamma$ should be search around 1.

4.6 Evaluation of Efficiency and Scalability

Although the second-order algorithm CWAS greatly outperforms the first-order algorithm PAAS, it is costly to maintain the covariance matrix when the number of features is large. To reduce the complexity, we can use their diagonal versions by Equations (7) and (8). To test the diagonal algorithm CWAS-d, we carried out experiments on large-scale datasets caltech50 and caltech249 shown in Figure 3, where we can observe similar results as the one in Figure 1. In addition, the increase of performance of CWAS-d over PAAS is not as large as CWAS in Figure 1 as expected, since only part of the second-order information is used.
In Figure 4, we evaluate the relationship between the querying ratio and the time-cost of our proposed algorithms. From the figure, we can see that the time cost of the proposed algorithms is linearly increasing with respect to the increasing querying ratio. Besides, CWAS-d cost a little extra time than its random version CWRS-d due to the computation of the query strategy, and PAAS costs almost the same as its random version PARS. What's more, the second-order algorithm CWAS-d cost more than the first-order algorithm PAAS due to the computation of the second-order information, this is consistent with the finding in Table 2. More importantly, in Figure 3, we can observe that with around 30% query ratio, the proposed algorithm PAAS and CWAS-d could obtain similar performances as their passive version OASIS and CWAS-d, respectively. Meanwhile, when the query ratio is around 30%, in Figure 4, PAAS and CWAS-d only spends around 30% of the time spent by OASIS and CWAS-d, respectively. These observations il-
lustrate that our proposed algorithms can save a lot effort in labeling and training the model without sacrificing performance compared to the passive algorithms which query the labels of all the triplets.

5. CONCLUSIONS

To overcome the critical limitation of traditional passive online similarity learning from data streams, in this paper, we proposed a novel framework of active online learning for relative similarity learning. Specifically, we proposed two active online similarity learning algorithms for reducing the number of queried labels in the learning process. We theoretically analyzed the bounds of the proposed algorithms and conducted extensive experiments to examine the effectiveness of their empirical performance. The encouraging empirical results validate the effectiveness and efficiency of the proposed algorithms.

There are several aspects we are interested to explore in future. Firstly, it would be more interesting to design an automatic method to assign the parameter $\delta$ to control the query ratio, currently, it is manually assigned.

Secondly, for the proposed second-order based algorithm CWAS, it would be more effective to consider the second-order information when designing the query strategy, such as the covariance information contained in $\Sigma$.

Thirdly, we are interested to design a real online active relative similarity learning where the labels of instance come from several noisy online workers, such as from the crowdsourcing platforms.
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Appendix

In this appendix, we provide the proofs of the theorems in the section 3.4.

Theoretical Analysis on PAAS

To prove the Theorem 1, we need the following lemma.

**Lemma 1.** Let $(x_t, x^+_t, x^-_t; y_t), t \in [T]$ be a sequence of input triplets, where $x_t, x^+_t, x^-_t \in \mathbb{R}^d$ and $y_t \in \{-1, +1\}$ for all $t$. Let $\tau_t$ be the step size parameter for PAAS as given in the algorithm. Then the following bound holds for any $M \in \mathbb{R}^{d \times d}$:

\[
\sum_{t=1}^{T} 2\tau_t Z_t \left[\ell_t(\alpha - |p_t|) + m_t(\alpha + |p_t|)\right] \\
\leq \alpha^2 \|M\|^2_F + \sum_{t=1}^{T} \tau_t^2 \|X_t\|^2_F + \sum_{t=1}^{T} 2\alpha \tau_t \ell_t(M),
\]

where $\ell_t = \mathbb{I}(\ell_t(M_t) > 0$ and $\text{sign}(p_t) = y_t), m_t = \mathbb{I}(\text{sign}(p_t) \neq y_t),$ $\mathbb{I}$ is the indicator function, $\alpha > 0$ and $X_t = x_t(x_t - x^-_t)^\top$.

**Proof.** According to Lemma 1, we have

\[
\alpha^2 \|M\|^2_F + \sum_{t=1}^{T} 2\alpha \tau_t \ell_t(M_t)
\]

\[
\geq \sum_{t=1}^{T} 2\tau_t Z_t \left[\ell_t(\alpha - |p_t|) + m_t(\alpha + |p_t|)\right] - \sum_{t=1}^{T} \tau_t^2 \|X_t\|^2_F
\]

\[
= \sum_{t=1}^{T} 2\tau_t Z_t \left[\ell_t(\alpha - |p_t| - \frac{\tau_t}{2} \|X_t\|^2_F) + m_t(\alpha + |p_t| - \frac{\tau_t}{2} \|X_t\|^2_F)\right]
\]

\[
\geq \sum_{t=1}^{T} 2\tau_t Z_t \left[\ell_t(\alpha - |p_t| - \frac{\ell_t(M_t)}{2}) + m_t(\alpha + |p_t| - \frac{\ell_t(M_t)}{2})\right]
\]

\[
= \sum_{t=1}^{T} \ell_t Z_t 2\tau_t (\alpha - \frac{1 + |p_t|}{2}) + \sum_{t=1}^{T} m_t Z_t 2\tau_t (\alpha - \frac{1 - |p_t|}{2}).
\]

Plugging $\alpha = \frac{\delta + 1}{2}, \delta \geq 1$ into the above inequality will result in

\[
\left(\frac{\delta + 1}{2}\right)^2 \|M\|^2_F + \sum_{t=1}^{T} (\delta + 1)\tau_t \ell_t(M)
\]

\[
\geq \sum_{t=1}^{T} m_t Z_t \tau_t (\delta + |p_t|).
\]

Since $\tau_t \geq \min(C, 1/D_X)$, the above inequality implies:

\[
\left(\frac{\delta + 1}{2}\right)^2 \|M\|^2_F + \sum_{t=1}^{T} (\delta + 1)\tau_t \ell_t(M)
\]

\[
\geq \min(C, 1/D_X) \sum_{t=1}^{T} m_t Z_t (\delta + |p_t|).
\]

Taking expectation with the above inequality, plugging the equality $E Z_t = \delta/(\delta + |p_t|)$ and re-arranging the result conclude this theorem. \(\square\)

Theoretical Analysis on CWAS

In this subsection we will abuse $M_t, G_t, X_t$ to denote vec$(M_t)$, vec$(G_t)$, and vec$(X_t)$, respectively. To prove Theorem 2, we need the following lemma.

**Lemma 2.** Let $(x_t, x^+_t, x^-_t; y_t), t \in [T]$ be a sequence of input triplets, where $x_t, x^+_t, x^-_t \in \mathbb{R}^d$ and $y_t \in \{-1, +1\}$ for all $t$. If the CWAS is run on this sequence of triplets, then the following bound holds for any $M \in \mathbb{R}^{d \times d}$:

\[
Z_t [m_t(\delta + |p_t|) + l_t(\delta - |p_t|)]
\]

\[
\leq \frac{Z_t}{2\eta} \left[\|M_t - \delta M\|_{\Sigma_{t+1}}^2 - \|M_{t+1} - \delta M\|_{\Sigma_{t+1}}^2\right]
\]

\[
+ \|M_t - M_{t+1}\|_{\Sigma_{t+1}}^2 + \delta Z_t \ell_t(M_t),
\]

where $l_t = \mathbb{I}(\ell_t(M_t) > 0$ and $\text{sign}(p_t) = y_t), m_t = \mathbb{I}(\text{sign}(p_t) \neq y_t), \mathbb{I}$ is the indicator function, $\delta > 0$ and $\|M_t - \delta M\|_{\Sigma_{t+1}}$ actually denotes $\|\text{vec}(M_t) - \text{vec}(\delta M)\|_{\Sigma_{t+1}}^2$.

**Proof.** When $Z_t = 0$, it is easy to verify the inequality in the theorem.

When $Z_t = 1$, it is easy to observe that

\[
M_{t+1} = \arg \min_M f_t(M),
\]

where

\[
f_t(M) = \frac{1}{2} \|M_t - M\|_{\Sigma_{t+1}}^2 + \eta G_t^\top M.
\]
Because $f_t$ is convex, we have the following inequality $\forall M,$
\[
0 \leq \partial f_t(M_{t+1})^\top (M - M_{t+1})
= [\Sigma_{t+1}^{-1} (M_{t+1} - M_t) + \eta G_t]^\top (M - M_{t+1}).
\]
Re-arranging the above inequality will result in
\[
\eta G_t^\top (M_{t+1} - M) \\
\leq (M_{t+1} - M_{t+1})^\top \Sigma_{t+1}^{-1} (M - M_{t+1}) \\
= \frac{1}{2} \|M_t - M\|_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - M\|_{\Sigma_{t+1}^{-1}} \\
- \|M_t - M_{t+1}\|_{\Sigma_{t+1}^{-1}}^2.
\]
Now, we would provide a lower bound for $G_t^\top (M_{t+1} - M)$,
\[
G_t^\top (M_{t+1} - M) - G_t^\top (M_t - M) + G_t^\top (M_{t+1} - M_t)
= (l_t + m_t) - (y_t X_t^\top M_t) + (l_t + m_t) y_t X_t^\top M \\
- \frac{1}{\eta} \|M_t - M_{t+1}\|^2_{\Sigma_{t+1}^{-1}},
\]
where the second inequality used the facts $G_t = (l_t + m_t)(-y_t X_t)$ and $\partial f_t(M_{t+1}) = 0$, i.e.,
\[
\Sigma_{t+1}^{-1} (\mu_{t+1} - \mu_t) + \eta G_t = 0.
\]
Combining the above equality with the facts
\[
m_t(-y_t X_t^\top M_t) = M_t p_t + l_t(-y_t X_t^\top M_t) = -l_t p_t
\]
and
\[
y_t X_t^\top M_t + d_t (M_t/\delta) \geq y_t p_t + d_t (1 - y_t p_t/\delta) = \delta
\]
we get the following bound for $G_t^\top (M_{t+1} - M)$,
\[
G_t^\top (M_{t+1} - M)
\geq (m_t p_t - l_t p_t) + (l_t + m_t) d_t (M_t/\delta) \\
- \frac{1}{\eta} \|M_t - M_{t+1}\|^2_{\Sigma_{t+1}^{-1}} \\
= m_t (\delta + |p_t|) + l_t (\delta - |p_t|) - (l_t + m_t) d_t (M_t/\delta) \\
- \frac{1}{\eta} \|M_t - M_{t+1}\|^2_{\Sigma_{t+1}^{-1}}.
\]
Combining the previous inequalities, will give the following important inequality
\[
[m_t (\delta + |p_t|) + l_t (\delta - |p_t|)] \\
\leq \frac{1}{2\eta} \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} \\
- \|M_t - M_{t+1}\|^2_{\Sigma_{t+1}^{-1}} \\
+ \frac{1}{\eta} \|M_t - M_{t+1}\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} + d_t (M/\delta) \\
= \frac{1}{2\eta} \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} \\
+ \|M_t - M_{t+1}\|^2_{\Sigma_{t+1}^{-1}} + d_t (M/\delta).
\]
Replacing $M$ with $\delta M$ concludes the proof. \qed

Given Lemma 2, the theorem 2 can be proven as follows:

**Proof.** Firstly, according to the update rule
\[
M_{t+1} = \text{mat} [\text{vec}(M_t) - \eta \Sigma_t \text{vec}(G_t)],
\]
we can derive the following equality
\[
\|M_t - M_{t+1}\|^2_{\Sigma_{t+1}^{-1}} = \eta^2 G_t^\top \Sigma_{t+1} G_t \\
= \eta^2 (m_t + l_t) X_t^\top \Sigma_{t+1} X_t = \eta^2 \gamma (1 - \frac{\|\Sigma_{t+1}^{-1}\|}{\|\Sigma_{t+1}\|}),
\]
where, we used the fact $A = B + xx^\top$ implies $x^\top A^{-1}x = 1 - \frac{|x|^2}{\|B\|}$.

Plugging the above equality into the inequality in the Lemma 2, and re-arranging it will gives
\[
Z_t [m_t (\delta + |p_t|) + l_t (\delta - |p_t|)] \\
\leq \frac{Z_t}{2\eta} \left[ \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} \right] \\
+ \frac{Z_t \eta^2}{2} (1 - \frac{\|\Sigma_{t+1}^{-1}\|}{\|\Sigma_{t+1}\|}) + \delta Z_t \ell_t (M_t).
\]
Summing the above inequality over $t = 1, 2, \ldots, T$ can give
\[
\sum_{t=1}^T Z_t [m_t (\delta + |p_t|) + l_t (\delta - |p_t|)] \leq \sum_{t=1}^T \delta Z_t \ell_t (M_t) \\
+ \sum_{t=1}^T \frac{Z_t}{2\eta} \left[ \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} \right] \\
+ \sum_{t=1}^T \frac{Z_t \eta^2}{2} (1 - \frac{\|\Sigma_{t+1}^{-1}\|}{\|\Sigma_{t+1}\|}).
\]
Now, we would like to bound the right hand side of the above inequality. Firstly, we bound the first term as
\[
\sum_{t=1}^T Z_t \left[ \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} \right] \\
\leq \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} + \sum_{t=2}^T \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} \\
\leq \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} + \sum_{t=2}^T \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} - \|M_{t+1} - \delta M\|^2_{\Sigma_{t+1}^{-1}} \\
= \text{max}_{1 \leq t \leq T} \|M_t - \delta M\|^2_{\Sigma_{t+1}^{-1}} \\
\leq 2 (D_M + |1 - \delta| \|M\|)^2 \text{Tr}(\Sigma_{t+1}^{-1}),
\]
where $D_M = \text{max}_{1 \leq t \leq T} \|M_t - M\|^2$. Combining the above two inequalities, result in
\[
\sum_{t=1}^T Z_t [m_t (\delta + |p_t|)] \leq \delta \sum_{t=1}^T Z_t \ell_t (M) \\
+ \frac{1}{\eta} (D_M + (1 - \delta)^2 \|M\|^2 \text{Tr}(\Sigma_{t+1}^{-1})) + \frac{\eta}{2} \left[ \sum_{t=1}^T Z_t \ell_t (M) \right] \\
\leq \delta \sum_{t=1}^T Z_t \ell_t (M) + \frac{1}{\eta} (D_M + (1 - \delta) \|M\|)^2 \text{Tr}(\Sigma_{t+1}^{-1}) \\
+ \frac{\eta}{2} \ln(\|\Sigma_{t+1}^{-1}\|),
\]
where we used the fact $(1 - \frac{|A|}{2\|B\|}) \leq \ln \frac{|B|}{|A|}$ since $1 - x \leq -\ln x$ for all $x > 0$.

Taking expectation with the above inequality and using the fact $\mathbb{E}[Z_t] = \frac{1}{\sigma_{max}^P}$ gives
\[
\delta \mathbb{E} \sum_{t=1}^T [m_t] \leq \mathbb{E} \sum_{t=1}^T Z_t \ell_t (M) \\
+ \frac{1}{\eta} (D_M + (1 - \delta \|M\|)^2 \text{Tr}(\Sigma_{t+1}^{-1}) + \frac{\eta}{2} \ln(\|\Sigma_{t+1}^{-1}\|)).
\]
Dividing the above inequality with $\delta$ concludes the proof. \qed
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