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ABSTRACT
Compared to automated entities, human trustees have two distinct characteristics: 1) they are resource constrained (with limited time and effort to serve requests), and 2) their utility is not linearly related to income. Existing research in reputation-aware task delegation did not consider these two issues together. This limits their effectiveness in human-agent collectives such as crowdsourcing systems. In this paper, we propose a distributed reputation-aware task allocation approach - RATA-NL - to address these issues simultaneously. It is designed to help an individual human trustee determine the optimal number of task requests to accept at each time step based on his situation to maximize his long term well-being. The resulting task allocation maximizes social welfare through efficient utilization of the collective capacity of the trustees, and provides provable performance guarantees. RATA-NL has been compared with five state-of-the-art approaches through extensive simulations based on human task delegation behavior abstracted from a user study involving over 100 trustees for eight weeks. The results demonstrated significant advantages of RATA-NL, especially under high workload conditions.
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1. INTRODUCTION
Reputation has been recognized as important mechanism for facilitating agent cooperation in an open environment. Traditionally, reputation based task delegation is studied in the context of multi-agent systems (MASs) where the agents involved are all regarded as software entities [10]. In recent years, systems that involve both software agents and human beings are starting to become widespread. For example, software agents may be deployed to assist buyers (trusters) in an e-commerce system to find sellers (trustees) who are qualified and sufficiently trustworthy to serve their requests. However, ultimately, the services are provided by the sellers who are human beings. This type of MASs can be referred to as human-agent collectives (HACs).

The need for agents to work together with human beings has prompted researchers to start looking for ways to infuse human factors into intelligent agents (e.g., in [5]). Over the years, human factors (e.g., cognitive processing [7]) have been explored by agent researchers. When a significant proportion of trustees in an HAC are human beings, reputation-aware task delegation (RATD) two significant new challenges. Firstly, compared to software agent, human beings are more resource constrained. A software trustee can work around the clock serving trustees’ requests. However, a human trustee has more limited cognitive and physical capacity, and cannot be expected to be always available as a software trustee. This leads to the second challenge. The utility of a software trustee can be measured simply by its income. However, a human trustee’s utility includes not only the income aspect, but also how additional income impacts his quality of life. The mismatch between existing RATD approaches and these new challenges in HACs is reflected in reports on the widespread situation of sellers on the popular Chinese e-commerce site - Taobao.com - being chronically overworked, with some even died of exhaustion [16]. Although recent works such as [3, 13, 15] are starting to address the first challenge, they are still modeling trustees’ utility as linear functions with respect to their income. In this paper, we propose a novel RATD approach to address both of these challenges simultaneously.

To address the second challenge, it is important to find a more realistic model of human trustees’ utility function. In human factors research, subjective well-being (SWB) is commonly used as a holistic measure of people’s quality of life [1]. SWB has been found to increase in a non-linear fashion with respect to increases in income [4, 9]. As a trustees’ income increases, the rate of increase in this SWD starts to drop. Based on these observations, we propose a distributed Reputation-Aware Task Allocation approach for human trustees who has Non-linear utility functions (RATA-NL). By analyzing RATD from the perspective of queueing theory [8], RATA-NL helps each trustee agent determine the optimal number of new task requests to accept at each time step with a balanced consideration of his current workload, eagerness to work, expected income and task processing capacity.

Through theoretical analysis, we proved the existence of a lower bound on the ratio between the social welfare (i.e., the collective well-being of the trustee agents in an MAS) and the theoretical optimal social welfare, and an upper bound on the waiting time for the trustees if all trustees in an MAS follow the RATA-NL approach.

To evaluate the effectiveness of RATA-NL, we have conducted a field study involving over 100 participants over an eight week period to collect data on how people make task delegation decisions in situations similar to a congestion game. To the best of our knowledge, this is the first large scale study of people’s task delegation decision-making behavior under resource constraints. Based on the findings, we design a simulation test-bed to evaluate the performance of RATA-NL against five classic and state-of-the-art approaches. The results have shown that RATA-NL significantly outperforms existing approaches, especially under conditions where the workload level in an MAS is high.

2. RELATED WORK

As highlighted in [10] and [14], the trust and reputation research literature has a heavy focus on models that can produce accurate evaluations of the trustworthiness of agents. How to make interaction decisions based on these evaluations remains a relatively under explored area. The tasks received by trustees depend on how trustees make task delegation decisions based on the reputation information about the trustees. In general, trustees are assumed to be self-interested and select trustees based only on considerations about their own potential benefit.

Under such an assumption, two broad categories of self-interested RATD approaches exist: 1) the deterministic approach (e.g., [6, 11]), in which a trustee agent always delegates tasks to the most reputable trustee agent it can find; and 2) the probabilistic approach (e.g., [12]), in which a trustee agent delegates tasks to trustee agents with probability corresponding to their reputation. These approaches implicitly assume trustees suffer from no resource constraints and can handle addition requests without affecting the quality or timeliness of service.

In [3], the authors view RATD under the condition in which trustees are resource constrained and propose the Global Considerations (GC) approach to adjust the trustees’ reputation based on their current workload. The GC approach is a probabilistic RATD approach where the probability of a trustee being selected by a trustee is adjusted by the ratio between its servicing capacity and the number of newly accepted tasks whenever this ratio falls below 1.

In [13, 15], the authors formulate the RATD problem into a congestion game and propose the DRAFT and the SWORD approaches respectively to help allocate tasks to trustees so as to enhance the social welfare of a given MAS. The SWORD approach is a centralized approach designed to help trustees delegate tasks, whereas the DRAFT approach is a distributed approach to help trustees determine which requests to accept.

Nevertheless, these approaches are all designed for situations in which a trustee’s utility function is linearly related to its income derived from serving trustee’s requests. Their models did not accommodate findings from human factors research indicating that to acquire additional income, human trustees need to expend additional effort which negatively impact their well-being.

3. PROBLEM DEFINITION

In an MAS where trustees are mostly human worker (e.g., crowdsourcing), the quality and timeliness of a trustee in serving requests are affected by its competence and resources. His performance then determines his reputation standing in the MAS. His reputation, in turn, influences trustees’ future decisions on how to delegate their requests. The confluence of these factors impacts i’s workload and income, which affect his long term well-being. The need for trade-off between these considerations is well documented in human factors research.

The income of a trustee i derived from performing \( \mu_i(t) \) number of tasks during time step \( t \) can be expressed as:

\[
g(\mu_i(t)) = \sum_{j \in \mu_i(t)} u(j) \tag{1}
\]

where \( u(j) = R_j \) if task \( j \) is completed on time with quality acceptable to the trustor. Otherwise, \( u(j) = 0 \). \( R_j \) represents the monetary reward received by \( i \) for successfully completing task \( j \) on time. Utility functions of this form is widely used by existing work in RATD such as [13] and [15]. In this paper, we enrich the RATD literature by modifying the utility function to reflect a metric most valued by human trustees according to human factors research - their well-being.

Through analyzing datasets published by multiple countries, various studies such as [2, 4] discovered that the marginal increase in people’s SWB generally decreases as their income increases. Recent studies to quantify the relationship between SWB and income concludes that SWB can be approximated by a function of the form of \( \ln(\text{income}) \) [9]. Based on these models, the SWB of \( i \) as a result of working for income during a unit time step \( t \) can be expressed as:

\[
\text{swb}(\mu_i(t)) = \ln(1 + g(\mu_i(t))) \tag{2}
\]

A “+1” term is included in the natural log function so that \( \text{swb}(\mu_i(t)) \) evaluates to 0 in case \( g(\mu_i(t)) = 0 \). \( t \) normally represents a day when interpreted in the context of people working. We assume that trustees are specialized, and the tasks a trustee \( i \) is qualified to perform require similar effort from \( i \). For example, in a crowdsourcing system, for a worker qualified to perform image labeling tasks, the effort required for him to label each image can be considered similar. Similarly, under these conditions, the value of \( R_j \) for different tasks can be regarded as the same.

The objective of this research is to design an approach to help an individual trustee \( i \) make decisions on how many of the new task requests should be accepted at any given time step \( t \), \( a_i(t) \), in order to optimize his long term well-being. Given that a large number of trustees will be involved in interactions over a potentially infinite time horizon in an uncertain environment, it is intractable (even impossible) to compute the optimal (equilibrium) strategy for all the trustees. Alternatively, this paper optimizes the well-being of each trustee indirectly by maximizing the social welfare of all trustees. The social welfare (SW) is defined as the sum of individual trustees’ SWB:

\[
\bar{U} = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} \text{swb}(g(\mu_i(t))) \tag{3}
\]

Experimental results show that a trustee has no incentive to choose a strategy other than the proposed one.
where $N$ is the total number of trustees in the MAS. The optimization is subject to the capacity constraint of each trustee:

$$0 \leq \mu_i(t) \leq \mu_i^{\text{max}}, \forall i, t$$

(4)

where $\mu_i^{\text{max}}$ denotes the maximum number of tasks $i$ can process per unit time. It is reasonable to assume that an agent of $i$ can obtain the value of $\mu_i^{\text{max}}$ through observing $i$’s past performance. The $\mu_i^{\text{max}}$ value can also be obtained by letting $i$ provide an estimation.

Maximizing the sum of non-linear utility functions is a challenging problem, especially in a distributed fashion. To make the optimization problem more tractable, we view the MAS as a queueing system and analyze the optimization under the framework of reputation aware decision making. The queueing dynamics of a trustee $i$’s pending task queue at time $t + 1$, $q_i(t + 1)$, can be expressed as:

$$q_i(t + 1) = q_i(t) - \mu_i(t) + a_i(t)$$

(5)

4. THE RATA-NL APPROACH

The RATA-NL approach is designed for individual trustees to use and takes only local knowledge about the trustee as input. Intuitively, the task acceptance decision made by RATA-NL at any given point in time can be summarized as: “the more eager to work a trustee $i$ is, the lighter his current workload, and the larger the expected reward for completing a task, the more new task requests $i$ should accept”

In this section, we present how such an intuition can be translated into an actionable task acceptance decision approach for trustees.

Let $\vec{q}(t) = (q_i(t))$ be a vector denoting the lengths of pending task queues of all trustees in an MAS. A commonly used metric for measuring the overall level of congestion in queueing system is the quadratic Lyapunov function [8] in the form of

$$L(\vec{q}(t)) = \frac{1}{2} \sum_{i=1}^{N}(q_i(t))^2.$$ 

Here, the coefficient $\frac{1}{2}$ is added to simplify the notations in subsequent analysis. We adopt this metric to measure the overall level of congestion in an MAS. Under the same framework, the stepwise change in the congestion level in the MAS can be measured by the conditional Lyapunov drift [8], $\Delta(\vec{q}(t))$, which is expressed as:

$$\Delta(\vec{q}(t)) = \sum_{i=1}^{N} \mathbb{E}\{L(\vec{q}(t+1)) - L(\vec{q}(t))|\vec{q}(t)\}$$

(6)

where the conditional expectation is with respect to the one-step queueing dynamics given the current $\vec{q}(t)$. To ensure the decisions made by RATA-NL will not result in indefinite build-up of pending tasks in any $q_i(t) \in \vec{q}(t)$, $\Delta(\vec{q}(t))$ needs to be minimized.

By squaring both sides of Eq. (5), we have:

$$q_i^2(t + 1) = q_i^2(t) + 2q_i(t)[a_i(t) - \mu_i(t)] + a_i^2(t) + \mu_i^2(t) - 2a_i(t)\mu_i(t)$$

By re-arranging the terms and divide both sides by 2:

$$\frac{1}{2}q_i^2(t + 1) - \frac{1}{2}q_i^2(t) = \frac{1}{2}a_i^2(t) + \frac{1}{2}\mu_i^2(t) + q_i(t)[a_i(t) - \mu_i(t)] - a_i(t)\mu_i(t) \leq \frac{1}{2}a_i^2(t) + \frac{1}{2}q_i^2(t) - q_i(t)\mu_i(t) - a_i(t)\mu_i(t)$$

(7)

Due to the capacity constraints of the trustees, there exist a constant $\mu_i^{\text{max}} \geq \mu_i(t)$. To minimize the risk of $i$ being overloaded with work, $a_i(t)$ values should be selected such that it is also less than or equal to $\mu_i^{\text{max}}$. Thus, by taking expectation on both sides of Eq. (7), we have:

$$\Delta(\vec{q}(t)) \leq \sum_{i=1}^{N}[(\mu_i^{\text{max}})^2 - q_i(t)\mathbb{E}\{\mu_i(t) - a_i(t)|q_i(t)\}]$$

(8)

When determining $a_i(t)$, it is necessary to estimate its potential impact on $i$’s well-being. The expected income from accepting $a_i(t)$ number of new task requests can be expressed in a similar way as in [13]:

$$\hat{g}(a_i(t)) = \mathbb{E}\{\sum_{j \in a_i(t)} u(j)\} = r_i(t)a_i(t)R_i$$

(9)

where $R_i$ is the reward received by $i$, on average, for a task successfully completed on time. $r_i(t)$ is $i$’s current reputation. $r_i(t)$ can be computed with any existing reputation model as long as the value produced by the model is within the range of $[0,1]$. This enables $r_i(t)$ to be interpreted as the probability for $i$ to complete a task on time with high quality at $t$. In many MAS-like system such as an e-commerce web site, the reputation of a seller (i.e., a trustee) is public knowledge. Thus, it is reasonable to assume that the trustee knows this value, too.

In order to ensure the stability of the pending task queues at all trustees (i.e., none of the pending task queues will grow in length indefinitely), the time averaged task acceptance rate must not exceed the time averaged task processing rate for all $i$ [8]:

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mu_i(t) \geq \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} a_i(t)$$

(10)

Each individual trustee $i$ uses RATA-NL to determine the value of $a_i(t)$ at each time step to maximize $i$’s SWB. At the same time, the collective decisions by trustees need minimize the general level of congestion in the MAS so that its long term operation can be sustained. From the perspective of a given MAS, these two considerations can be expressed as a congestion-minus-well-being expression

$$\Delta(\vec{q}(t)) = \sum_{i=1}^{N} \Psi_i \mathbb{E}\{\text{sub}(g(\mu_i(t)))|q_i(t)\}$$

(11)

which needs to be minimized. $\Psi_i > 0$ is a control parameter to be specified by the trustee indicating his eagerness to work. The larger the value of $\Psi_i$, the more eager to work $i$ is. Since $\text{sub}(\cdot)$ is a concave and monotonically increasing function, based on Eq. (10), we have:

$$\mathbb{E}\{\text{sub}(g(\mu_i(t)))|q_i(t)\} \geq \mathbb{E}\{\text{sub}(\hat{g}(a_i(t)))|q_i(t)\}$$

(12)

Therefore, based on Eq. (8) and Eq. (12), Eq. (11) satisfies:

$$\Delta(\vec{q}(t)) - \sum_{i=1}^{N} \Psi_i \mathbb{E}\{\text{sub}(g(\mu_i(t)))|q_i(t)\} \leq \Delta(\vec{q}(t)) - \sum_{i=1}^{N} \Psi_i \mathbb{E}\{\text{sub}(g(a_i(t)))|q_i(t)\} \leq \Delta(\vec{q}(t)) - \sum_{i=1}^{N} \Psi_i \mathbb{E}\{\text{sub}(g(a_i(t)))|q_i(t)\} \leq \delta$$

(13)

where $N$ is the total number of trustees in the MAS. To simplify the notations, we define a constant $\delta = \sum_{i=1}^{N} (\mu_i^{\text{max}})^2$. 

(13)
As \( \mu_i(t) \) is not controlled by the RATA-NL approach, it can be excluded from the objective function. By isolating terms containing \( a_i(t) \) on the right-hand side of Eq. (13), we have:

\[
- \sum_{i=1}^{N} E\{q_i(t)[\mu_i(t) - a_i(t)] + \Psi_i\text{swb}(\hat{g}(a_i(t)))|q_i(t)\} \tag{14}
\]

Thus, in order to minimize Eq. (13), Eq. (14) needs to be minimized by selecting appropriate values of \( a_i(t) \) at each time step. In this way, the optimization requires only the local knowledge about \( i \), and a trustee \( i \) can individually determine the value of \( a_i(t) \) to minimize his own objective function, \( Obj_i(t) \):

Minimize:

\[
Obj_i(t) = q_i(t)a_i(t) - \Psi_i \ln(1 + r_i(t)a_i(t)R_i) \tag{15}
\]

Subject to:

\[
0 \leq a_i(t) \leq \mu_i^{\text{max}} 
\tag{16}
\]

\[
0 \leq a_i(t) \leq \lambda_i(t), \forall t 
\tag{17}
\]

where \( \lambda_i(t) \) is the number of task requests \( i \) at time step \( t \). Its value depends on the decision-making process of the trustees which is influenced by the trustees’ reputation values. The value of \( a_i(t) \) can be solved by differentiating Eq. (15), which is a convex function, with respect to \( a_i(t) \) and finding the critical point subject to Constraints (16) and (17):

\[
\frac{\partial Obj_i(t)}{\partial a_i(t)} = q_i(t) - \frac{\Psi_i r_i(t)R_i}{1 + r_i(t)a_i(t)R_i} = 0 
\tag{18}
\]

\[
a_i(t) = \min[\max[\frac{\Psi_i}{q_i(t)} - \frac{1}{r_i(t)R_i}, 0], \mu_i^{\text{max}}, \lambda_i(t)] \tag{19}
\]

Eq. (19) can be interpreted as the following task acceptance policy: “the more eager to work a trustee \( i \) is (indicated by large \( \Psi_i \) values), the lighter his current workload, and the larger the expected reward for completing a task, the more new task requests \( i \) should accept subject to his physical limitation (Constraint (16)) and the actual number of task requests directed at him (Constraint (17))”. Such a policy is rational for a human trustee and provides actionable guidance for a software agent of the trustee to compute the exact value of \( a_i(t) \).

The RATA-NL approach is listed in Algorithm 1. It is designed for usage by individual trustees in a distributed fashion. In the case where not all incoming task requests are accepted by \( i \), the RATA-NL approach informs the requesting trustees so that they can look for other alternatives. Throughout this process, no communication among trustees is required. The input for the variables required by RATA-NL can reasonably be assumed to be available with proper monitoring mechanisms in an MAS. A trustee only needs to provide a value for \( \Psi_i \) to RATA-NL following guidelines to be discussed in Section 5.

## 5. ANALYSIS

In this section, we analyze the impact on the social welfare of an MAS and the waiting time experienced by the trusters if RATA-NL were to be adopted by all trustees. Let \( U^*(t) \) be the theoretical optimal social welfare produced by an MAS at \( t \) based on perfect foresight. Assume there are positive values \( \Psi, \delta, \) and \( \epsilon \) such that the congestion-minus-utility expression in Eq. (11) satisfies:

\[
\Delta(q_i(t)) - \Psi \sum_{i=1}^{N} E\{\text{swb}(\mu_i(t))|q_i(t)\} 
\]

\[
\leq \delta - \epsilon \sum_{i=1}^{N} q_i(t) - \Psi U^*(t) 
\]

where \( \Psi = \frac{1}{N} \sum_{i=1}^{N} \Psi_i \). Taking expectations over the distribution of all \( q_i(t) \) on both sides, we have:

\[
\sum_{i=1}^{N} E\{L(q_i(t + 1)) - L(q_i(t))|q_i(t)\} - \Psi \sum_{i=1}^{N} \sum_{t=0}^{T-1} E\{\text{swb}(\mu_i(t))\} 
\leq \delta - \epsilon \sum_{i=1}^{N} E\{q_i(t)\} - \Psi \sum_{i=1}^{N} U^*(t) 
\]

which holds for all time steps. Summing both sides of the above expression over \( t \in \{0, 1, ..., T - 1\} \) yields:

\[
\sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{L(q_i(t + 1)) - L(q_i(t))\} - \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{\text{swb}(\mu_i(t))\} 
\leq \delta - \epsilon \sum_{i=1}^{N} \sum_{t=0}^{T-1} E\{q_i(t)\} - \Psi \sum_{t=0}^{T-1} U^*(t) 
\]

\[
T - \epsilon \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{q_i(t)\} - \Psi \sum_{t=0}^{T-1} U^*(t) 
\]

By re-arranging the terms in the above inequality, we have:

\[
T - \epsilon \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{q_i(t)\} \leq \Delta \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{\mu_i(t)\} 
\]

\[
- \sum_{t=0}^{T-1} U^*(t) - \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{L(q_i(T))\} + \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{L(q_i(0))\} 
\]

Since \( U^*(t) > 0, L(\cdot) \geq 0 \) and \( L(q_i(0)) = 0 \), the above inequality can be simplified as:

\[
\epsilon \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{q_i(t)\} \leq \Delta + \sum_{t=0}^{T-1} \sum_{i=1}^{N} E\{\text{swb}(\mu_i(t))\} 
\]

Let \( \text{swb}_{\max} = \max_{\mu_i(t) \geq 0} \text{swb}(\hat{g}(a_i(t))) \) be the largest observed per time step utility of any trustee in the MAS up to
$T-1$ such that $\Psi \sum_{t=0}^{T-1} \sum_{i=1}^{N} \mathbb{E}\{subb(\mu_i(t))\} \leq NT \Psi \text{swb}_{\text{max}}$. The above inequality can be written as:

$$\epsilon \sum_{t=0}^{T-1} \sum_{i=1}^{N} \mathbb{E}\{q_i(t)\} \leq T(\delta + N \Psi \text{swb}_{\text{max}})$$

By dividing both sides by $Te$, the upper bound on the time averaged task queue lengths for all trustees in an MAS is:

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} \mathbb{E}\{q_i(t)\} \leq \frac{\delta + N \Psi \text{swb}_{\text{max}}}{\epsilon}$$

(20)

Similarly, the lower bound on the time averaged social welfare produced by an MAS is:

$$\liminf_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} \mathbb{E}\{subb(g(\mu_i(t)))\}$$

$$\geq \frac{1}{T} \sum_{t=0}^{T-1} U^*(t) - \frac{\delta}{\Psi} - \frac{\sum_{i=1}^{N} \mathbb{E}\{L(q_i(0))\}}{T\Psi}$$

$$+ \frac{\epsilon \sum_{t=0}^{T-1} \sum_{i=1}^{N} \mathbb{E}\{q_i(t)\} + \sum_{i=1}^{N} \mathbb{E}\{L(q_i(T))\}}{T\Psi}$$

(21)

$$\geq \frac{1}{T} \sum_{t=0}^{T-1} U^*(t) - \frac{\delta}{\Psi}$$

Therefore, under the condition where the task allocation recommendations by RATA-NL to all trustees are fully complied with, the MAS can produce time averaged social welfare within $O(1/\Psi)$ of the optimal social welfare with average waiting time experienced by the trustees bounded by $O(\Psi)$.

6. EVALUATION

To evaluate the performance of RATA-NL, we design the experiments in two stages. Firstly, we conduct a user study to collect data reflecting people’s task delegation decision making behavior both with and without considering trustees’ reputation in a congestion game-like situation. Then, we build a simulation test-bed with agent behavior modeled based on the collected data and compare the performance of RATA-NL with five other state-of-the-art approaches.

6.1 Real World Task Allocation Decisions

The user study was conducted in conjunction with an eight week long group-based software engineering project in Beihang University, China from April to June 2013. In this round of data collection:

- 122 students are divided into 20 teams with an average team size of about 6 persons. Each team is required to produce a software system at the end of the project according to the course requirements.
- Each team proposes the tasks they need to complete in order produce the required software. Tasks are divided among the team members at the beginning of each week based on discussions within each team. A total of 733 tasks were proposed by all teams.
- Each student may be assigned 0, 1, or multiple tasks during each team meeting. Each student reports his estimations of the expected number of days needed to complete the task(s). All decisions are recorded.

During the experiment, the participants adopted two different task allocation approaches: 1) equality-based approach (EA), in which team members are assigned tasks as evenly as possible without regard to their competence; and 2) trust-based approach (TA), in which team members are assigned tasks based on their past performance. Roughly half of the participants adopted each of the two approaches during the course. Figure 1 shows the distribution of workload measured by the average and the standard deviation of the percentage of all tasks delegated to individuals with respect to their reputation levels (low with reputation values within $[0, 0.3]$; medium with reputation values within $(0.3, 0.7]$; and high with reputation values within $(0.7, 1]$). The participants’ reputation is computed after the experiment based on their performance using the BRSEXT method in [14]. Participants were not required to formally evaluate each other’s reputation using computational methods during the study. Instead, those in the TA group relied only on their intuition to determine how trustworthy others are.

Let $N_{EA}$ and $N_{TA}$ denote the total number of tasks proposed in the EA and the TA groups respectively. In the experiment, none of the participants is of a low level of reputation. Under EA, participants with medium and high level of reputation are assigned an average of 1.65% of $N_{EA}$ with standard deviations around 0.35% of $N_{EA}$. Under TA, participants with medium level of reputation are assigned an average of 1.24% of $N_{TA}$ with standard deviations around 0.46% of $N_{TA}$. The numbers for those with high level of reputation are 1.93% and 1.46% respectively.

6.2 Experiment Design

In the simulation test-bed, we assume binary outcomes for task results (i.e., a task is considered successfully completed by a trustee agent if the quality of the result is satisfactory and the result is produced before its expected deadline; Otherwise, it is considered unsuccessful). We create six groups of 100 trustee agents each to compare the performance of six different RATD approaches. They are:

1. The Equality-based Approach (EA): this is an approach based on the patterns exhibited by participants in the EA Group in our dataset.
2. The Trust-based Approach (TA): this is also an approach based on the patterns exhibited by participants...
in the TA Group in our dataset. Each trustee agent uses its direct interaction experience with trustees in the past to evaluate their trustworthiness using the BRSEXT method in [14]. At each time step, a trustee agent delegates tasks to the most trustworthy known trustee.

3. The Reputation-based Approach (RA): each trustee agent then adopts the RATD approach in [12] in which the probability of a trustee agent being selected by a trustee agent is directly related to its reputation standing among all trustee agents in the MAS.

4. The Global Considerations (GC) Approach: trustee agents adapt the probability for each trustee agent being selected to serve task requests following the approach in [3].

5. The DRAFT Approach: trustee agents make request acceptance decisions following the approach in [13].

6. The RATA-NL Approach: trustee agents make request acceptance decisions following the proposed approach.

Trustee agents in Approaches 4, 5, and 6 also adopt the RATD approach in [12].

Trustee agents behave following one of the listed patterns:

1. **Com**: competent trustees who produce satisfactory quality results with a 90% probability;
2. **MC**: moderately competent trustees who produce satisfactory quality results with a 70% probability;
3. **MI**: moderately incompetent trustees who produce satisfactory quality results with a 30% probability;
4. **Inc**: incompetent trustees who produce satisfactory quality results with a 10% probability.

The task processing capacities ($\mu_i^{\text{max}}$ values) of each type of trustee agents are set in such a way that more competent agents can process more tasks per time step than less competent ones. In this paper, we refer to a trustee agent population as “% competent,” the exact composition of the population consists of $\frac{\%}{2}$% Com trustees, $\frac{\%}{2}$% MC trustees, $\frac{1}{2}(100 - x)$% MI trustees, and $\frac{1}{2}(100 - x)$% Inc trustees. In the experiments, the trustee agent population compositions are varied from 10% to 100% competent to simulate different trustee behavior patterns.

Another factor affecting the well-being of trustees is the generally level of workload in an MAS. As the workload is relative to the aggregate task processing capacity of a given trustee population, we define a formula to compute the **maximum throughput**, $\theta$, of a trustee population per time step as $\theta = \sum_{i=1}^{N_c} c_i \mu_i^{\text{max}}$, where $c_i$ denotes the competence value of a trustee $i$. The workload on a given trustee population is measured by a metric called **Load Factor** (LF) which is computed as $LF = \frac{N_{\text{req}}}{\theta}$, where $N_{\text{req}}$ is the average number of task requests generated by trustees per time step. In the experiments, we vary the LF value from 25% to 200% to simulate different workload conditions. Under each configuration, the simulation is run for $T = 1000$ time steps. In all experiments, trustees process tasks at an average rate of $0.9\mu_i^{\text{max}}$ with a standard deviation of $0.1\mu_i^{\text{max}}$. On average, trustees expect a task to be completed within 2 time steps after it is allocated to a trustee.

### 6.3 Evaluation Metrics

In the experiments, we measure the performance of each approach using the following metrics:

1. **Social welfare to optimal social welfare ratio** (SW / Opt SW): The optimal social welfare (Opt SW), $U^\star$, that can be produced by a trustee population per time step is expressed as $U^\star = \sum_{i=1}^{N_c} \min(0.1\mu_i^{\text{max}}, 1 + \theta\mu_i^{\text{max}}, R_i)$. The $N$ trustee agents are sorted in descending order of their $c_i$ values. $U^\star$ can only be calculated in a controlled experimental environment where $LF, \mu_i^{\text{max}}, c_i$ and $R_i$ can be definitively known. The SW/Opt SW ratio is calculated as $\frac{U}{U^\star}$.

2. **High quality rate** (HQR): this metric is computed as $\frac{N_{\text{HQR}}}{N_{\text{tr}}}$ where $N_{\text{HQR}}$ denotes the total number of tasks completed with satisfactory quality, and $N_{\text{tr}}$ denotes the total number of tasks accepted by the trustees over $T$ time steps in a simulation.

3. **Timely completion rate** (TCR): this metric is computed as $\frac{N_{\text{TCR}}}{N_{\text{tr}}}$ where $N_{\text{TCR}}$ denotes the total number of tasks completed before the expected deadlines over $T$ time steps in a simulation.

The higher the values for these metrics, the better the performance of an approach.

In addition, we also measure how different RATD approaches may affect the trustee agents’ perceptions on the behavior of the trustees. It is important as it will affect the trustee agents’ subsequent task delegation decisions and, in turn, the trustee agents’ well-being. Ideally, the reputation value of a trustee should only reflect its competence rather than performance variations caused by changing workloads which is not the trustee’s own fault. We adopt commonly used metrics including precision, recall, $f$-value, and mean absolute error (MAE) to measure how accurately each approach classifies whether trustees are trustworthy against the ground truth. Precision=$\frac{tp}{tp+fp}$, Recall=$\frac{tp}{tp+fn}$, and $f$-value=$\frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$, where $tp$ (true positive) is the number of trustees correctly classified as competent (i.e., $fp = \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N_c} 1[r_i(t) > 0.5]$), $fn$ (false positive) is the number of trustees incorrectly classified as incompetent (i.e., $fp = \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N_c} 1[r_i(t) > 0.5, c_i < 0.5]$), and $fn$ (false negative) is the number of trustees incorrectly classified as competent (i.e., $fn = \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N_c} 1[r_i(t) < 0.5, c_i > 0.5]$). $1[\text{condition}]$ equals to 1 if $[\text{condition}]$ is true, and 0 otherwise.

MAE is defined as $\frac{1}{N_{\text{tr}}} \sum_{t=0}^{T-1} \sum_{i=1}^{N_c} |r_i(t) - c_i|$.

### 6.4 Results and Discussions

Figure 2 contains sub-figures showing the performance of the various approaches according to the evaluation metrics. Each data point in these figures represents the average value of the selected metric taken over 10 different trustee population configurations (10% to 100% competent) under a given load factor. As the results are based on simulations, the trends and relative performances of the approaches are more important than the exact numerical values.

As shown in Figure 2(a), there is almost no difference between the precision values achieved by various approaches. As the trustees in our simulations truthfully share their opinions about the trustees, the $f$ values become very low given enough observations, resulting in generally high precision values. However, the differences in performance among
various approaches measured by their recall values are more significant (Figure 2(b)). With $LF < 1.0$, under EA, TA, RA, GC, and RATA-NL, most unsuccessful tasks are caused by the competence of the trustees. Only a negligible percent of unsuccessful tasks are caused by failure to be completed on time due to trustees being overloaded. With $LF \geq 1.0$, the $f_v$ values for EA, TA, RA, GC, and RATA-NL start to increase as more trustees suffer from reputation damage due to overloading, causing the recall values of these approaches to decrease. The stringent task allocation criteria used by DRAFT resulted in over concentration of tasks on reputable trustees under low workload conditions. As workload becomes higher, the performance of DRAFT improves to close to that of RATA-NL. These factors result in the relative performances of the approaches measured with their $f$-values (Figure 2(c)) and MAE values (Figure 2(d)). In terms of accurately reflecting the behavior of the trustees rather than the dynamics caused by inefficient task allocation decisions, RATA-NL significantly outperforms EA, TA, RA, and GC under high workload conditions, and significantly outperforms DRAFT under low workload conditions.

Figure 2(e) shows the ratio between the accepted tasks and all proposed tasks under different RATD approaches. Since EA, TA, RA, and GC do not provide mechanisms for trustees to reject incoming task requests, regardless of how the $LF$ value changes, all proposed tasks are delegated to some trustees for processing. Under DRAFT, $N_{acc}$ starts to drop even when workload is low ($LF < 1.0$). In the case of RATA-NL, all proposed tasks are allocated to trustees when $LF \leq 1.0$ and $N_{acc}$ only starts to drop when $LF > 1.0$. When $LF > 1.0$, the task request arrival rates become larger than the task processing rates the trustee populations can effectively support. In this case, if the extra tasks are not dropped, they can cause delays and negatively affect the performance of the trustees as perceived by the trustees. Under such conditions, to protect the long term well-being of the trustees, it is advantageous to drop some requests.

Under $LF < 1.0$, the HQR achieved by TA beats other approaches (Figure 2(f)). However, as $LF$ increases, the HQRs achieved by EA, TA, RA, and GC dropped significantly (for TA, as much as 45 percentage points). Whereas for DRAFT and RATA-NL, the HQRs remains relatively stable under changing workload conditions. A similar performance pattern can be observed from their TCRs (Figure 2(g)). Under this metric, the performance of RATA-NL matches that of DRAFT with $LF > 1.0$.

Figure 2(h) shows the SW/Opt SW ratios achieved by various approaches. With $LF \leq 1.0$, the differences in the performance of various approaches are not large (within 15%). The performance of RATA-NL, GC, and EA are almost the same, with RA and TA trailing not far behind. DRAFT delivered the worst performance under low $LF$ conditions where the capacity of the trustees cannot be fully utilized. With $LF > 1.0$, the advantage of RATA-NL and DRAFT over other approaches become more significant with RATA-NL outperforming DRAFT by about 10%.

To study whether a self-interested trustee agent has incentive to follow an approach other than RATA-NL, we design another experiment. The trustee agents in this experiment delegate tasks following the RA approach. A trustee agent population of 100 is generated to compete for tasks from the truster agents. The trustee agents are all of Com type. They are equally divided into four groups using GC, DRAFT, RATA-NL, and TRD (i.e., the traditional accept-when-requested approach) respectively. The load factor is varied from 25% to 200%, and the total utility of each individual trustee agent is recorded after each round of simulation which consists of 1000 time steps.

Figure 3 shows the highest utility of trustee agents using various approaches as a percentage of the lowest utility of trustee agents using RATA-NL under different load factors. It can be observed that the most well to do trustee agents under TRD, GC and DRAFT all achieved less than 100% of the utility of the least well to do trustee agent under RATA-NL under all workload conditions. On average, the least well to do trustee agents using RATA-NL achieved 48.17%, 65.03% and 21.49% more utility than the most well to do trustee agents using TRD, GC and DRAFT respectively. The results show that in a competitive environment, a rational trustee agent using RATA-NL has no incentive switching to another approach.

![Figure 2: Comparison of performance](image-url)
7. CONCLUSIONS

In this paper, we take a step towards bringing the discussion about reputation-aware decision-making into the domain of human-agent collectives. We propose the RATA-NL approach for human trustees, who are resource constrained and whose well-being has been found to be non-linearly related to their income. RATA-NL helps them make pragmatic and holistic task acceptance decisions at each time step so as to maximize the well-being of the trustee community, which implies that trustees can enjoy improved work-life balance. In addition, it also protects their reputation from being damaged by uncoordinated task allocation decisions by trustees. Theoretical analysis proves the existence of a lower bound on the social welfare of the trustees and an upper bound on the waiting time experienced by the trustees under the RATA-NL approach. Simulations infused with the human task delegation decision patterns extracted from our field study involving over 120 participants demonstrate significant advantage of RATA-NL over five existing approaches, especially under high workload conditions.

As RATA-NL is designed for individual human trustees to use in a distributed fashion, it does not require trustees to modify their existing decision-making process. This makes it attractive for use in deployed systems such as e-commerce platforms to enhance user experience and overall system performance. In order to enable agents to operate in an MAS together with human beings, more data are needed to construct models of human performance and decision-making behaviors. In future research, we plan to set up a game based online platform for long term collection of such data to build a benchmark for this research topic.
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